



































































































































Yotivations Supervised Learning Learning from a

rlympemsald.ba chof Labeled data

what is the Objective of the Learner

Dataset
Learner Predictor
function Model

tuple of tuples Hypothesis

function

D x ̅ Yi 2,72 Enien f X Y

E xxy f a function from features
to labels

Xi Y R E f x 200 100 X R y R
independent for all if boogn

D n feature label pairs A Xx 4 flt X y

set of d dimensional features A a function fromdatasets
y set of labels targets to predictors

EI A D F where f x y

f x f
if x xi for some iest in
Picki tobelowestindex

0 otherwise



setting
We are given

a random dataset of size n

D IX Y Xna 2 9

where x ̅ Yi Py are independent for all i 1 o n

x ̅ feature vector
Y label or target
We will always assume the features are vectors

of features and labels targets
R of rooms of floors age of a house

YIER price

x ̅ E R amount of chemical 1 amountofchemical 2
in a wine

YiE 0,13 type of wine

x ̅ ER pixel value of a 20 20 400pixel image
Y E cat dog bird type of animal

What is a feature and what is a label is a design choice

Usually a feature is info that is easy to gather And
the label is hard which is why you want topredict it



Objective Informal

Define a learner A D f this is unknown

such that for any new X Y Rx

F X Y Rex
PYIx ̅ 3

Pyix ̅ 2
y n

got
Pyix Fox

PAD4 I
2 7

3

2
x

F 1 2,33 R ELIFIX 41 X 1

1 9 3 0,8 ELIFIX 41 X 2

elfix y fix y ELIF X 41 3

loss cost error



Scalarize Px X 1

Er ELIFE 41 X x px x

FLEE ELELZIX ELE

IFI 71

ELL e 1
Expected loss

Risk

Ers Fx y Pyxxly x dy Px x

L F



Regression YEY represent something with
order

usually Y is R or an interval

E house prices stock prices weather prediction

We use

e j y ly yl absolute value loss

lly y y y squared loss

Classification

YEY represent something without
order

Ex type of wine type of image type ofdisease
we use

0 1 loss

lly y
0 if j y
1 if jty



Objective more formal

Define a learner A D f this is unknow

such that for any new X Y Rey
L ACD is small R P

D is random

If changes then F

L A D L ACD

D E Xxy

Scularizes
ALD W D DD

2 9 p ACD F

ELL ACD E E e AD x ̅ Y D



Objective more formal

Define a learner A D f this is unknow

such that for any new X Y Px

ELL ACD is small Pep Pe

pick that minimizes L F

F LCF X Y

Need to know Px ̅ 4

A Empirical Risk Minimizer ERM

input D Function Class
choice reflects prior knowledg

Estimation Nse D to estimate L f

for all fe flf x y
call the estimate t

Optimization pick FEF that



p

minimizes F

No Free Lunch Theorem Informal

If A ERM uses F flf X

and ELLCALD

Then n 1

Ex function class F fall lines

D

fix yl X i

elfix
yy
a X

I I

size


