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ImportantAnnouncementsandNotes se.ph
The predictor output by the Learner will be f from
now on A D I
The dataset X Y X Y
is used by the Learner to output a predictor f

it i i iiii
otherwise EX is an outcome or

instance of X or

a fixed value of X

EX and EX seem the same because we are

being imprecise and is actually a special function

PIXEE is valid PIXEE is not valid
E X is valid E x is not valid
f x X is ar v fix x is not a r v

DE XxY is a r v with distribution PD
representing the dataset

D E XY is a fixed dataset an instance of D

A D is a riv A D is not a r v



Supervised Learning Learning from a

Elympiad batchof labeled data

What does Learning well mean

i e What is the objective of Learning

Dataset
Learner Predictor
function Model

tuple of tuples Hypothesis

function
in i d

D EE Yi In Yz Linien I X Y

DE 4 7 t a function from features
to labels

Xi Y Ry E fix 2 1 X R
independent for all if 1 sn

D n feature label pairs A X 9 flf X Y

set of features A a function fromdatasets
Y set of labels targets to predictors

Ex X R Y R EE A D F where I x Y

fix if X X for some
i 1 n

0 otherwise



setting
We are given

a random dataset of size n

D x ̅ Y x ̅ at 2 9

where x ̅ Yi Pg are independent for all i 1 n

X feature vector
Y label or target
We will always assume the features are vectors

lot features and labels targets
x ̅ R of rooms of floors age of a house

Yi ER price

xi̅ R amount of chemical 1 amountofchemical 2
in a wine

Y E 0,1 type of wine

x ̅ ER pixel value of a 20 20 400pixel image
Y E cat dog bird type of animal

what is a feature and what is a label is a design choice

Usually a feature is info that is easy to gather And
the label is hard which is why you want topredict it



as fit

such that the predictor f is good
Where A D I

whatisagoodpredictor f.es
Forget about the dataset D for now We just want
to study a predictor f

E f X is a predictor that takes
as

input the of room x ̅ and outputs

aprice

Suppose we are given the of rooms

x ̅ 2 of a house might not be in D

We are not given
the price Y 300

what would a good predictor f X do

Ans f 2 300

What if you were given another house
of rooms 2 price 400



what would a good f be

Ans maybe f 2 400 3 00 350

What if we got even more houses

price a f is good
f is bad

350 aisle

4 of rooms

x ̅ Y are random which means they can potentially

be any feature label pair

Ans We will care about f X being good on average

How do we measure how close f X is to 4

Ans We use a loss function 1 Y Y R

The choice of l depends on your problem

Regressions YEY represent something with
a notion of order



Usually 9 is R or some interval

Ex house prices stock prices energy consumption
weather prediction

We use

L f X Y f X Y absolute loss

or l fix Y f x ̅ Y squared

A good predictor f should have
a small loss

l on average expectation

f E llf x ̅ Y

x.̅HR
Ex squared loss ply pex dyd

liter Y
fy f x ̅ y pcx ̅ y dydx ̅

I



f fix y pcylx ̅ dy pcxl̅dx

Iemtformal
Define a learner A 9 f f X 9

such that L F is small

ifeng.fi Eepresntssomething
without order

Usually 9 is finite

type wines type of image type of email

type of disease

f X is a predictor that takes
as

input the amount of a chemical

in a wine and outputs thetype

Suppose you got multiple wines

what would a good f be



n g
type Mine

e a f good

C
soso.nu

B i

fIsbad

A a areas

o 400 amount of
a chemical

for l we use

l fix Y 0 if f x ̅ Y 0 1 loss

I otherwise

Ex f if we use 0 1 loss 9 A B C D

f E l FIX Y l flx ̅ pex y dx

Eylff e ply a pendx



sat
such that L F is small

where A D F

D is random It can potentially be any

dataset

If D changes then I also changes
Can A D I be good for all values

of D

Ans No you can't There is a trade off

Instead we will care about A D I

being good on average expectation over

datasets

ELLIACDD



Objective formal

Defeatearnert 9 f If X 9

such that ELL ACD is small

First we will assume we have a fixed
Dataset D D not random and see how

to define ACD F such that F is

small

OurApproache
Let f be the f that minimizes f

So A D F f
We don't know what L f is for any f

Since we don't know Pey



risk f Efl fix Y

Dec 1 Empirical Risk Minimization
ERM

Estimations
Use D to estimate L f for all fEFC Hf X33
call the estimate t

be the feF that minimizes

w̅ ICH
Function

class

Ex Let f be all linear functions
ERM picks the line that best fits the

data
prices

I1
i

i
i i

of rooms


