Homework Assignment 6
Due: Friday, November 7, 2025, 11:59 p.m. Mountain time
Total marks: 26

Policies:

For all multiple-choice questions, note that multiple correct answers may exist. However, selecting
an incorrect option will cancel out a correct one. For example, if you select two answers, one
correct and one incorrect, you will receive zero points for that question. Similarly, if the number
of incorrect answers selected exceeds the correct ones, your score for that question will be zero.
Please note that it is not possible to receive negative marks. You must select all the correct
options to get full marks for the question.

This PDF version of the questions has been provided for your convenience should you wish to print
them and work offline.

Only answers submitted through the Canvas quiz system will be graded. Please do
not submit a written copy of your responses.

Question 1. [1 MARK]

Consider the predictor f(z) = zw, where w € R is a one-dimensional parameter, and z rep-
resents the feature with no bias term. Suppose you are given a dataset of n data points D =
((x1,91), (z2,Y2)s - - -, (Tn, yn)), where each y; is the target variable corresponding to feature x;. Let
the loss function be the scaled squared loss £(f(x),y) = c(f(z) — y)? where ¢ € R. The estimate of
the expected loss for a parameter w € R is defined as the following convex function:

n

ﬁ(w) = 1 Z c(ziw — y;)?

n
i=1

What is the closed form solution for @ = arg min,ecg L(w) ?

a. b = ZAsL i
D i %7
A D Vi
b. w —_— T
c. W= ZZ:1 Yi
i=1%i
n
A~ -1 XY
d b = S

i=1%;

Question 2. [1 maRK]

Let everything be defined as in the previous question. Suppose we consider the multivariate case
where f(x) = x'w, and w € R¥!. What is the closed form solution for W = arg miny,cga+1 L(w)?

a. w=A"1b where A =37, x;x,] and b = Yoy Xy (assume that A is invertible).
b. W = Az where A = 1" x;x;
c. W= % Yo X



Fall 2025 CMPUT 267: Machine Learning 1

Question 3. [l MARK]

Let g(w) = —lnw) "y, —In(1 —w) > " (1 — ;) where w € R. We can rewrite this a bit more
simply as g(w) = —slnw — (n — s)In(1 — w) where s = )" | ;. What is the derivative ¢'(w) and
the first order gradient descent update rule with a constant step size n?

a. ¢'(w) = — 12z + =2 and update rule w < w — 17 (— ==+ ”;5>
b. ¢'(w) = =2 + =5 and update rule w < w — 7 <_ ==+ H;S)

c. ¢'(w) =—= + 2=2 and update rule w < w — 7 (—% + ”:5)

d. ¢'(w) = -2, — "= andupdaterulew(—w—n(—ls —”7s>

Question 4. [1 MARK]

Let everything be defined as in the previous question. What is the second derivative ¢”(w) and the
second order gradient descent update rule?

s 4 n—

1 _ s _ _ w 1w
a. g'(w) = 5 (1 w)2 and update: w + w P — =

7£+ n—s
! S n—s w 1—w
) =5 n : — e low
b. ¢"(w) = 2 + Gy & d update: w < w R
c. ¢9"(w)=—-5 + == and update: w < w — i
’UJ2 (1—11))2 2+(1 w)2
_ s n—s
d. ¢"(w) = 25 + (1 w)g and update: w < w + +7,1qu
(1— w)2

Question 5. [1 maARK]

Let everything be defined as in the previous question. What is the closed form solution for

w' = argmin g(w)

a. w*=n/s
b. w* =s/(n—s)
c. w*=s/(s—n)

d. w* =s/n

Question 6. [1 MARK]

Let g(w) = w* 4+ e~ where w € R. What is the derivative ¢/(w) and the first order gradient
descent update rule with a constant step size n?

2/
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a. ¢'(w) = 4w® — e~ and update: w <+ w — n(4w> — e~ )
b. ¢'(w) = 4w? + e~ and update: w + w — n(4w?® + e~ *)
c. ¢'(w) = 4w + e~ and update: w <+ w + n(4w3 + e~ )
d. ¢'(w) = 4w3 — 7™ and update: w + w + n(dw® — e~ ?)

Question 7. [1 MARK]

Let everything be defined as in the previous question. What is the second derivative ¢”(w) and the
second order gradient descent update rule?

a. ¢"(w) = 12w? — e~ and update: w + w —

w

b. g"(w) = 12w? + e~ and update: w + w + AL=C

qud—e~w

c. g"(w) =12w? + e~ and update: w ¢ w — o=

quwd—e~w

12w2 —e—w

d. ¢"(w) = 12w? — e and update: w < w +

Question 8. [1 MARK]

Let everything be defined as in the previous question. For the second order update rule, calculate
w® if w® = 0.

(Do not write your answer as a fraction. Instead, express it as a decimal number, rounded to two
decimal places if necessary. For example, write 0.33 instead of 1/3.)

Question 9. [1 MaARK]

Let everything be defined as in the previous question. Change the step size to be calculated using
the normalized gradient. For the first order update rule, calculate w(®) if w(®) =0, n = 1. Only for
this problem, set ¢ = 0.

(Do not write your answer as a fraction. Instead, express it as a decimal number, rounded to two
decimal places if necessary. For example, write 0.33 instead of 1/3.)

Question 10. [1 MARK]

Let g(w) = g(w1,ws) = wiw3 + e~ + ¢~ %2 where w € R%2. What is the gradient of g(w) and the
first order gradient descent update rule with a constant step size n?

-
a. wittD) — w(® _p (2w§t)(w§t))2, ng) (wgt))2>

T
b. wttl) — w(® — n ét))Q _ —wgt)72w(t) (wgt))Q _ e—wét>>

€ 2
T
c. wittl) — &) _ t)(wét))z + e—wgt)’Qwét)(wgt))Q + e—wé”)

4w+ — w® _

3

/N /I_—Q\ /N
S
—_—

t t T
—2w§t)(wg))2 —i—e*w%),—ng)(wgt))Q —i—e*wé))

3
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Question 11. [1 mARK]
If 7 C G, then is it true that min;cr L(f) > mingeg L(g)?

Question 12. [1 mMARK]

Consider the setting of polynomial regression. Let d = 2, such that x = (z¢9 = 1,21, 22), and p =4,
then p = 10. True or False?

Question 13. [1 MARK]

Let everything be defined as in the previous question. The expression for ¢,(x) is given by
2 2.3 ,2 2.3 ,4 3 2,2 3,4
p(x) = ($1,x2,m1,x1x2,x2,x1,xlmz,x1x2,x2,x1,xlmz,x1x2,x1x2,x2) )
True or False?

Question 14. [1 MARK]
Suppose that

Fp={fIf :R™ 5 R, and f(x) = log(¢p(x) w), for some w € RF}.
Is it true that F, € Fa ?

Question 15. [1 MARK]

You are predicting house prices. Supose you want to make the irriducible error smaller. If you
gather a new feature about houses (that you didn’t already have) such as the number of swimming
pools in the backyard, is it likely to decrease the irriducible error? True or False?

Question 16. [1 maRk]

Consider the same setting as the previous problem. The estimation error can be reduced by reducing
the number of data points. True or False?

Question 17. [1 MARK]

Consider the same setting as the previous problem. The approximation error can be reduced by
using a larger function class. True or False?

Question 18. [1 MARK]

You notice your predictor is overfitting. To reduce overfitting, we should make the degree p of the
polynomial function class larger. True or False?

Question 19. [1 MARK]

Suppose that you have a small dataset, but a large function class. Would the variance be large or
small? Would you expect the bias to be large or small? Would you expect the predictor fp to be
underfitting or overfitting the data or neither?

a. variance large, bias large, overfit.

b. variance small, bias large, overfit.
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c. variance large, bias small, overfit.

d. variance small, bias small, underfit.

Question 20. [1 MARK]

Suppose that you have a large dataset, but a small function class, and fpayes is much more complex
than any function in the function class. Would the variance be large or small? Would you expect
the bias to be large or small? Would expect the predictor fD to be underfitting or overfitting the
data or neither?

a. variance large, bias large, underfit.
b. variance small, bias large, underfit.
c. variance small, bias small, neither overfitting nor underfitting.

d. variance large, bias large, neither overfitting nor underfitting.

Question 21. [1 mMARK]

Suppose that you have a large dataset, a small function class F, and fayes € F. Would the variance
be large or small? Would you expect the bias to be large or small? Would expect the predictor fp
to be underfitting or overfitting the data or neither?

a. variance large, bias large, overfitting.
b. variance small, bias small, overfitting.
c. variance small, bias small, neither overfitting nor underfitting.

d. variance large, bias large, neither overfitting nor underfitting.

Question 22. [1 mark]

You are using regularization. You notice you are underfitting. You should decrease the value of
lambda to reduce underfitting and get a smaller test loss. True or False?

Question 23. [1 MARK]

Suppose you have a dataset D = (21, ..., 2,) containing n i.i.d. flips of a coin. Since the flips are
ii.d. you know they all follow the distribution Bernoulli (a*). However, you do not know what o*
is so you would like to estimate it using MLE. Which of the following is the maximum likelihood
estimate apyg?

1 n
a. QMLE = o, Zizl (67}
1 n
b. amLE = 5 D il %
1 n
C. OMLE = ;=7 Zizl Zi

1 n—1
d. aMLE = 5 > im) 4
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Question 24. [1 MARK]

Assume that Y| X follows a Gaussian distribution with mean y = xw; and variance o = exp(xws)

for all x € R and w = (w1, ws2) where wy,ws € R. The negative log-likelihood, can be written as
follows for a dataset D = ((x1,y1), -, (Tn,Yn)):

w) = Zgz‘(w) where gi(w) = — Inp(yi|zi, W),

where p(+|-) is the density of the above Gaussian distribution. What is partial derivative of g with
respect to wy?

0g_ _ Z i (yi—x,w1)

a. dwn i=1 exp(z;w2)

2

b. ﬂzzﬂ (yi —xsw1)

w1 =1 2exp(z;w2)
g _ zz(yl Tiw1)
C. owi Zz 1 exp(ziw2)

8 — ( i — LW )
d- g = = 2051 “exp(orws)
Question 25. [1 mark]

Let everything be defined as in the previous question. What is partial derivative of g with respect
to wz?

a S (el )
b. Y, (% T %)

. i (% B %)
A L, (~Seiay + %)

Question 26. [l MARK]

Let everything be defined as in the previous question. You want to solve for wyg using gradient
descent. Using the partial derivatives you calculated in the previous quesitons, what would the
gradient update rule look like with a constant step size n?

N
~

2 (ys—ziw1) _ n zi(yi—zwi)?
a. wy < wy — 7721 1 <4exp (@w2) ) y W2 < W2 7721':1 ( 2 exp(z;w2)

— (g — s 2
-'Ez(yz T;W1 )7 Wy — Wy +772;1:1 <"E2(yz Izwl) _

exp(z;w2) 2 exp(z;w2)

NS
~—

b. wy w1 +nd i,

P 2 i
C.owy < wi =N (wl IW”) , Wy wy =N, (‘éyéxp?‘fw%) - %)
d. wi «—wi —nY i 1(

- 2 )
). cw gL, (gt )

6/



